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Cloud native applications are often characterized by a highly implicit technological dependency on
hosting cloud infrastructures. The project Cloud TRANSIT investigates how to design cloud-native
applications and services to reduce technological dependencies on underlying cloud infrastructures.
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The general approach is to use container cluster solutions to bridge laaS infrastructures and to provide a

transferable cloud runtime environment.
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Relation of considered services
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